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Classical molecular motion near potential energy saddles can be more or less chaotic relative to motion near minima. The relative degree of chaos depends on the extent of coupling between the degrees of freedom and on the curvature of the potential energy landscape. Here, we explore these effects using constant energy molecular dynamics simulations and independent criteria associated with locally chaotic behavior – namely, the constancy of the local mode action and the magnitude of finite-time Lyapunov exponents. These criteria reconcile the chaotic basins and relatively ordered saddles of the Lennard-Jones trimer, with the chaotic saddles and ordered basins for reactive, all-atom H\textsubscript{2}O described by the Garofalini H\textsubscript{2}O potential. By modifying the Garofalini and Lennard-Jones models we separate the compounding effects of nonlinear three-body interactions and steep reaction path curvature on the local degree of chaos near saddles and minima.
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1. Introduction

Theories of chemical reactions are centered around the transient states of molecules during their transformation from reactant to product. Classically, the full specification of a state is a point in position-momentum phase space; however, a common reduced description of the transition state is the potential energy saddle point connecting reactant and product minima. A minimal description of a reaction is then the union of the two steepest-descent paths connecting the transition state to the minima. However, this description does not account for the explicit dynamics involved in large-amplitude, coupled, irregular motions characteristic of isomerization or bond breaking. A proper dynamical account of the transition states involved is a true test of the unification of classical dynamics and statistical theories of reaction rates. Motivated by the development of statistical reaction rate theories, much work has focused on the local extent of dynamical coupling between the reaction coordinate and the remaining vibrational modes, beginning with studies by Miller [1] and Marcus [2].

Stationary points create narrow bottlenecks that control transport through some phase space regions [3–5]. The extent to which vibrations are adiabatic in these bottlenecks is connected to the anharmonic mode-mode coupling, potential energy curvature, and to the degree of dynamical instability or the convergence and divergence of trajectories [6–8]. The rate at which trajectories separate is measured by Lyapunov exponents [9,10]. One interesting aspect of dynamical instability near potential energy saddles that emerged from numerical simulations of atomic clusters was that some potential energy saddles induce more regular motion relative to their connecting minima than others [11–17]. Subsequent work, further analyzing the concept of local regularity, demonstrated the existence and persistence of local approximate invariants of the motion in the vicinity of a saddle point [18–20]. More recently, a mathematical framework has been established by Wiggins and coworkers [21,22], and Lorquet has examined the correlation between the regularity of dynamics and the “flatness” of the saddle along the reactive mode [23].

Recently, in numerical simulations of an isolated water molecule with a particular model potential, we discovered saddles that induce more chaotic motion than their connecting minima, as indicated by finite-time Lyapunov exponents [24]. The dynamics of water have been extensively studied in the past [25–28]; however, an interesting aspect of the model used in our work was that trajectories were dispersed, rather than collimated, in the vicinity of the saddle. This behavior was attributed to a stronger coupling of the degrees of
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freedom caused by three-body interactions in the model used. The steepness of the potential energy near the saddle along the reaction coordinate was also suspected to be a contributing factor, despite finding lower total curvature in the saddle than the minima. Here we explore this phenomenon further with independent measures of local chaos and numerical computation of the steepest-descent reaction paths. In this work a transition state will be considered "steep" if there is a high degree of curvature near the saddle point.

After introducing our simulation methods and the molecular models, we discuss our results for the chaotic dynamics of triatomics and the various influences on this behavior.

2. Model and methods

Dynamics are determined by features of the potential energy landscape, and to complement our classical trajectory simulations we identified the stationary points of several triatomic molecules and the corresponding isomerization mechanisms. For our atomistic simulations of the water molecule, we adopted the reactive, interatomic potential developed by Garofalini et al. [29], which allows the dynamics and dynamical instability of all classical degrees of freedom to be studied [30]. The potential is a three-center, reactive model for water involving three point charges and three diffuse (Gaussian) functions centered on the nuclei. It is entirely flexible, with full permutational symmetry, and it includes pair and three-body interactions; we refer to Garofalini et al.’s work for a full description of the model. Our comments will be restricted to the three-body contribution to the potential. To separate the effects of three-body interactions and the steep barrier on the dynamics we modified the Garofalini parameters, which had other benefits, to be discussed later.

The Lennard-Jones (LJ) trimer, 12–6 LJ₃, served as a reference, given the extensive work performed on this system in the past [31–33]. However, the Lennard-Jones potential is a special case of the Mie potential [34], which we used in the present study. The interaction of two point particles and a distance r_{kj} apart modeled by the Mie potential is represented mathematically through the potential energy function

\[ V(r_{kj}) = \varepsilon_{kj} \frac{n}{n-m} \left( \frac{m}{n} \right)^{\alpha} \left[ \frac{\sigma^n}{r_{kj}^{n}} - \frac{\sigma^m}{r_{kj}^{m}} \right]. \]

Two parameter sets were selected for a three-atom cluster. One set of parameters with n = 12, m = 6, \( \epsilon = 1 \), \( \sigma = 1 \) was equivalent to 12–6 LJ₃. Another set was chosen to approximate the isomerization pathway of Garofalini H₂O, with n = 1.2, m = 2.1, \( \epsilon \approx 3.6 \), \( \sigma \approx 0.60 \), for what we will call the 2.1–1.2 Mie trimer.

Configurations corresponding to potential energy minima for Garofalini H₂O, modified Garofalini H₂O (still to be discussed), 12–6 LJ₃ and the 2.1–1.2 Mie trimer, were found by limited memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) minimization [35]. Potential energy saddle configurations were located by a modified version of hybrid eigenvector-following [36–39] with a root-mean-square gradient termination criterion of 10⁻⁴ kcal mol⁻¹ Å⁻¹.

Numerical second derivatives of the potential energy were needed for several quantities of interest. These derivatives were computed using central differences of the analytical gradients with a displacement of 10⁻⁹ Å. Diagonalizing the mass-weighted Hessian matrix of these second derivatives gave the 3N – 6 unit eigenvectors \{u_i\}. At potential energy minimum and saddle configurations the eigenvectors are the normal mode vectors. At each time step along a trajectory these eigenvectors are the instantaneous or local normal modes. The 3N – 6 eigenvalues of the mass-weighted Hessian matrix \{\omega_i^2\}, the squares of the normal mode frequencies, were placed in ascending order: \( \omega_1^2 \leq \omega_2^2 \leq \cdots \leq \omega_{3N-6}^2 \). The six remaining eigenvalues corresponding to overall translation and rotation were projected from the Hessian using standard techniques [40].

The stationary point normal modes serve two main purposes. First, normal mode vectors were used as displacements of (center-of-mass frame) global minimum equilibrium configurations to fix initial conditions for numerical trajectories. After displacement in normal mode directions, the potential energy fixed the total energy for the subsequent trajectory. Thus, the normal mode excitations were used to control the initial total energy. All the reported total energies are relative to the potential energy of the global minimum configuration. Second, the normal mode frequencies provided convenient reference points for the Lyapunov exponents. Our numerical methods for simulating Gram–Schmidt (Lyapunov) vectors and the computation of Lyapunov exponents have been described in detail elsewhere [41]. No translation-rotation projection was performed on the Hessians used for Gram–Schmidt vector propagation.

3. Results and discussion

Our previous investigation of the Garofalini water model revealed the existence of unphysical \( C_{∞e} \) saddles (asymmetric, linear configurations) in isolated
The HOH three-body term $U_3$ in the Garofalini water model

$$U_3(r_{ij}, r_{ik}, \theta_{ijk}) = v_{jik} e^{\beta r_{ij} - \gamma_{jik} r_{ik}} \cos \theta_{ijk} - \cos \theta_{jik}^0)^2$$

is a screened, cosine-harmonic angle with a cutoff $r_{ij}^0$ for the bond vectors $r_{ij}$ and $r_{ik}$. The HOH angle $\theta_{ijk}$ between the bond vectors is constrained by the ideal angle $\theta_{jik}^0$. The exponential factors modify or “screen” the interaction between the atoms $i$, $j$, and $k$ depending on their deviation from the ideal angle $\theta_{jik}^0$. The parameter $v_{jik}$ determines the strength of the three-body interactions as well as the isomerization barrier height. Mahadevan and Garofalini chose the parameters $\gamma_{ij}$ and $\gamma_{jik}$ such that ideal HOH angle is 100° and because of the repulsive, intramolecular H-H interaction the angle of the minimum configuration is 104.2° [29].

The three-body interactions are responsible for bond length-dependent angular forces and promote mode-mode coupling. To see how these forces arise, consider the gradient of $U_3$ with respect to the position of atom $j$, $r_j$

$$-\frac{\partial U_3}{\partial r_j} = F_j^{\text{cos}} + F_j^{\text{exp}}. \tag{2}$$

The two force components are represented pictorially in Figure 1(a) and (b). The first term, resulting from the derivative of the cosine term, acts perpendicular to $r_j$ and depends on the bond length $||r_j||$.

$$F_j^{\text{cos}} = 2(\cos \theta_{jik} - \cos \theta_{jik}^0)^{-1} \left( \hat{r}_{ij} \cdot \hat{r}_{ik} \right) \left( \hat{r}_{ij} - \frac{||r_j||}{||r_j||} \right) U_3. \tag{3}$$

Unit vectors are denoted by $\hat{x}$. The second term of the gradient, resulting from the derivative of the exponential screening term, acts parallel to $r_j$ and is strongly angle-dependent

$$F_j^{\text{exp}} = \gamma_j \frac{e^{\beta r_{ij} - \gamma_{jik} r_{ik}}}{||r_j||^3} r_j U_3. \tag{4}$$

When $\gamma_{ij} = 0$ this force is zero. Similar expressions are obtained for particle $k$. The gradient of the central particle $i$ is the negative sum of the results for particles $j$ and $k$. Most important to our work is that this feature of the potential promotes coupling between the bond and angular degrees of freedom.

We examine two modifications of the Garofalini et al. potential in order to extract the effect of three-body forces on local dynamical instability near potential energy minima and saddles. First, to eliminate the bond length dependence on the HOH angular gradient, the potential is “unscreened” ($\gamma_{ij}$ and $\gamma_{jik}$ are set to zero), leaving only the first term in the gradient. Figure 1(c) depicts the unscreened forces perpendicular to the OH bond vectors. Second, the bond angle force constant $v_{jik}$ was adjusted in the “unscreened” potential using the condition that the minimum and saddle point configurations have nearly the same energies as their screened counterparts. These modifications to Garofalini et al.’s parameters removed the unphysical saddles in the original model.

The isomerization reaction pathways for these modified Garofalini potentials are compared to the original pathways in Figure 2(a). A comparison of the relative “steepness” or “flatness” of the various saddles demonstrates that our modifications to the model resulted in a more “pinched” reaction path, with sharp increases in potential energy around the saddle and gentler increases near the inflection point compared to the original Garofalini H$_2$O saddle. These modified parameters also impact the normal mode frequencies of the stationary points on these reaction pathways, as shown in Table 1. For reference, also shown in Figure 2(b) is the reaction path of the 12–6 Lennard-Jones trimer, for which the curvature changes sharply in the potential well, but is comparatively flat in the saddle region. The pathway for the Mie trimer, also shown in Figure 2(b), reproduces the curvature of the Garofalini H$_2$O pathway in Figure 2(a).

The four model triatomics we consider include simple and complicated potential functions, as well as flat and steep isomerization saddles. Though the modifications to Garofalini et al.’s potential will likely adversely affect the bulk properties of H$_2$O, our motivation is to understand the influence of the
various forces on the molecular motion – that is, the dynamics. Of particular interest is to try and separate the effects of the bond length dependent angular forces and the steep H₂O isomerization transition state in the Garofalini model. By turning these forces off and correcting the potential energy barrier height, we can investigate the consequences for several dynamical observables. Similarly, with the 2.1–1.2 Mie potential we can investigate the effect of saddle curvature with a simplified model.

3.2. Dynamics

The dynamics of the four models were simulated numerically. Finite-time Lyapunov exponents were computed along the trajectories to quantify the dynamical instability and the local mode action was computed to gauge the degree of mode separability.

3.2.1. Finite-time Lyapunov exponents

Water monomer dynamics were simulated at constant total energies just above the linear $D_\infty$ saddle potential energy. As a representative case, we chose the total energy $E = 23.0 \text{ kcal mol}^{-1}$, initially depositing this energy in the bending mode of the global minimum configuration. In all our dynamical simulations, the trajectories were sufficiently long that accumulation of numerical error, the nonlinearity of the potential, and mode-mode coupling led to energy transfer between vibrational modes, including the asymmetric stretch. All trajectories were 100 ns in length, or $10^9$ time steps long with a time step size of 0.1 fs. Trajectories were partitioned into time segments of 100 time steps or 10 fs with a 0.1 fs time step. Finite-time Lyapunov exponents were collected from the time segments of these partitioned trajectories to probe the dynamics.

Distributions of the first finite-time Lyapunov exponents are shown in Figure 3 and represent an expansion of our previous results for the dynamics of the original Garofalini H₂O model [24]. These finite-time exponents were collected from a constant total energy trajectory, approximately 1.4 kcal mol$^{-1}$ above the saddle potential energy and 23 kcal mol$^{-1}$ above the potential minimum. At this arbitrarily chosen energy, the water molecule is able to isomerize (the highest barrier is 21.57 kcal mol$^{-1}$ above the minimum) and the configuration accesses the saddle region. Our trajectory simulations were sufficiently long to sample a large number of isomerizations and characterize the phase space flux through the isomerization transition state. Conditional exponent distributions, using the HOH angle averaged over 10 fs time segments (100 time steps), are also shown in Figure 3(a). The cutoff angle of 120° was chosen to separate the exponent populations. Distributions for HOH angles greater than 120° reveal a low-abundance population at large exponent values, $\sim 0.25 \text{ fs}^{-1}$.
This exponent population was not observed from the shorter simulations reported previously.

To better determine the dynamical origin of this population, the exponent distributions were also generated using finite-time averaged kinetic energies (Figure 3b). The population of the smallest exponent values ($\lambda_1 \sim 0.03$ fs$^{-1}$) has the largest abundance. This peak disappears if the kinetic energy is less than a few kcal mol$^{-1}$. Thus, trajectories diverge slower when the kinetic energy is higher than 5 kcal mol$^{-1}$ and comparatively faster when the kinetic energy is lower than 5 kcal mol$^{-1}$. At kinetic energies less than 2 or 5 kcal mol$^{-1}$ two exponent populations at $\lambda_1 \sim 0.12$ fs$^{-1}$ and 0.25 fs$^{-1}$ are present in the conditional distributions. These peaks were not distinguished previously, but they are both associated with low kinetic energy phase space regions. Based on these results, we can assign the first finite-time Lyapunov exponents in the trimodal distribution as follows: the small exponent population is associated with motion near the potential minimum, and the two larger-exponent populations are associated with the three potential energy saddles (two saddle configurations are permutational isomers, energetically equivalent, with identical potential energy curvatures). Using the abundances of these populations, one of which is half the size of the other, the lower abundance, largest exponent peak is from the index 3 saddle and the smaller (middle) exponent peak is from the index 2 saddles. The abundance of the largest exponent peak is significantly smaller than the other populations because of the small amount of time configurations spend near this highly unstable (index 3) region on the potential energy surface.

For our modified model of H$_2$O we also found larger finite-time Lyapunov exponents for time segments corresponding to motion near the saddle than those corresponding to motion near the minimum. Figure 4 shows the distribution of the first finite-time Lyapunov exponent (i.e., the exponent associated with the first Gram–Schmidt vector, which in the long run will have the largest positive magnitude) for a trajectory also at a total energy of 23.0 kcal mol$^{-1}$ relative to the minimum, roughly 1.4 kcal mol$^{-1}$ above the saddle.
The conditional exponent distributions shown were constructed using trajectory segments in which the kinetic energy is less than 1, 2, and 5 kcal mol\(^{-1}\). (The \(y\)-axis is on a logarithmic scale.) These distributions show that smaller kinetic energies correspond to larger finite-time Lyapunov exponents.

The low abundance of the largest-exponent population in this model is also a consequence of the steepness of the saddle and the small amount of time spent there during isomerization. Also, the largest exponents are found when the kinetic energy is low (potential energy is high). Assuming the lowest kinetic energy
energies correspond to isomerization events, or at least to motion around the saddle, then trajectories diverge most quickly near the saddle. Supporting this interpretation is that the distributions in Figure 4 do not change when adding the condition that the bond angle be greater than 120°. Additional support is given by the normal mode frequencies at the saddle, which are also large for the symmetric (\(A_1\)) and asymmetric (\(B_2\)) stretches. These distributions agree with our finding that there is only one saddle in the modified model. Though they are first variations in the momentum phase space, the Lyapunov vectors (and exponents) are a response to the rate of change of the associated Lyapunov vector length, in part reflecting changes or fluctuations in potential energy curvature.

The enhanced abundances of the larger magnitude exponent populations in Figure 3 compared to Figure 4 are due to the bond length dependent angular forces in the original Garofalini \(H_2O\) model. These forces flatten the saddle of the original Garofalini \(H_2O\), compared to the modified \(H_2O\), shown Figure 2, allowing more time to be spent near the saddle during the time evolution, and leading to the smaller population of large finite-time Lyapunov exponents. In both cases, the potential energy saddles are steep and the motion is more chaotic near the transition state than near the potential minimum.

### 3.2.2. Local mode action

Approximate mode actions are an independent measure of local chaos that also probe mode separability in the \(H_2O\) isomerization transition state [15]. Representing the instantaneous atomic positions and momenta of the molecule by \(\mathbf{q}(t)\) and \(\mathbf{p}(t)\), the approximate action for mode \(\mathbf{u}_j\) is defined as

\[
I_j(n\Delta t) = \sum_{k=1}^{n} p_j(k\Delta t)\Delta q_j(k\Delta t),
\]

where \(p_j\) and \(\Delta q_j\) are the components of the atomic momenta and position displacements projected onto mode \(\mathbf{u}_j\).

\[
p_j(t) = \mathbf{u}_j(t) \cdot \mathbf{p}(t),
\]

\[
\Delta q_j(t) = \mathbf{u}_j(t) \cdot [\mathbf{q}(t) - \mathbf{q}(t - \Delta t)].
\]

We set \(I_j(t=0)=0\) for each mode. The extent to which each action changes by a constant amount over a time interval measures the separability of the instantaneous modes. For example, better conservation of a local mode action indicates better mode-mode decoupling.

For both Garofalini model parameter sets, trajectories were initiated from nearly linear configurations, that is, close to the \(D_{\infty h}\) saddle, by exciting the bending mode of the global minimum configuration. The trajectories were sufficiently long that energy transferred between vibrational modes, including the asymmetric stretch. Thus, for the original Garofalini potential, at later times in the trajectories, the saddle accessed by the dynamics is one of the \(C_{\infty v}\) saddles. The many isomerizations undergone in these long trajectories allowed us to investigate the various types of saddle crossings.

An interesting feature of the observed saddle crossings for the original Garofalini \(H_2O\) was a significant difference in the magnitude of \(\Delta I_3\) during the approach to the saddle compared to the descent from the saddle. As illustrated by Figure 5, the change in magnitude of \(\Delta I_3\) before and after isomerization is related to the rate at which isomerization proceeds (as gauged by the HOH angle). This behavior is not observed for any of the other triatomics studied. In fact, the change in \(\Delta I_3\) is anticorrelated with the rate at which the HOH angle varies. The origin of this behavior is a barrier-induced crossover of the largest instantaneous normal mode frequency. Traversing the barrier causes a redistribution of energy amongst the vibrational modes, which in turn causes a reordering of the mode frequencies, and the change in \(\Delta I_3\). For sufficiently fast isomerizations, the third action was approximately conserved throughout the barrier crossing. These findings suggest that the larger finite-time Lyapunov exponents found at low kinetic energies in “steep” saddles is an indication of the time scale behavior of the mode-mode coupling.

The second action \(I_2\) was not conserved in any of the isomerizations examined (Figure 5b). For fast saddle crossings the first action was generally a smoothly increasing function of time, while slower crossings showed “jumps”, suggesting sudden and transient mode-mode coupling. This coupling between the first mode, which is the reactive mode, and the remaining modes is partially responsible for the large finite-time Lyapunov exponents observed at low kinetic energies in \(H_2O\) and \(H_2O^+\) (not studied here). However, the potential curvature in different configuration space directions, not just the reaction coordinate, and higher order derivatives also affect mode coupling. The reaction coordinate mode coupling in this model is ultimately a consequence of the bond length dependent angular forces, which also leads to the unphysical \(C_{\infty v}\) saddles. Our modifications to the potential parameters eliminated these forces and the additional saddles, made the saddle steeper, and removed this behavior of the local mode actions.

Local mode actions from our modified \(H_2O\) purely reflect the effect of curvature in the potential energy function. Specifically, in the unscreened, force constant
adjusted Garofalini H$_2$O model, the approximate mode actions reveal differences in the mode separability during barrier crossings. We found that some crossings conserve action quite well, but others do not (Figure 6). Interestingly, when $\Delta I_3$ is well conserved, it does not change through the saddle, as it did in the original Garofalini model. Isomerization over the steep barrier is a fast process, and the number of action-conserving isomerizations is sensitive to the total energy and the allocation of the energy amongst the vibrational modes. Generally, we found that with increasing energy fewer isomerizations conserve actions well. The lack of action conservation near the saddle is due to the mixing of instantaneous normal modes. For this set of potential parameters the mixing is between the symmetric and asymmetric stretch-like modes in lower symmetry, as confirmed by a visual inspection of the configurations and the instantaneous

Figure 5. (a)–(c) Approximate local mode actions $I(t)$ versus time, $t$ (fs) from a trajectory segment in which Garofalini H$_2$O isomerizes twice. (d) The corresponding HOH angles ($\theta_{\text{HOH}}$ in degrees). $\Delta I_3$ is approximately conserved before and after each isomerization with different magnitudes. The change in $\Delta I_3$ through the saddle depends on the rate of passage, measured by the rate at which the HOH angle changes; small changes in $\Delta I_3$ are observed for faster isomerizations.

Figure 6. (a) Approximate third local mode action $I_3(t)$ versus time, $t$ (fs) during two different time segments taken from the same trajectory in which H$_2$O isomerizes. (b) The corresponding HOH angles ($\theta_{\text{HOH}}$ in degrees) during those trajectory segments. Solid-black curves show $\Delta I_3$ is well conserved and the angle changes quickly during the first time segment. Dashed-red curves show $\Delta I_3$ is poorly conserved and the angle changes slowly during the second time segment. Time segments were 35 fs long and chosen as representative examples of the types of barrier crossings observed during the trajectory.
modes. That is, in contrast to the original Garofalini H$_2$O, the reaction coordinate probed with the first action is a smooth, usually increasing function of time through the isomerization process, indicating good separation of the reaction coordinate from the remaining modes.

There is a distribution of kinetic energies in the transition state, so it is natural to consider the relationship between the rate of passage through the saddle and action conservation. We found that slow isomerizations (slow changes in the HOH angle) conserve action poorly near the saddle, while isomerizations proceeding quickly conserve the action well, as shown in Figure 6. If an isomerization proceeds slowly, the reaction coordinate contains less kinetic energy than the other modes, which couple more strongly and lead to poor conservation of $\Delta I_2$ and $\Delta I_3$ as a consequence of their extra energy. The reverse is true for fast isomerizations. Examination of the instantaneous normal modes during the trajectory shows switching of modes (caused by the eigenvalue ordering procedure) between symmetric-stretch-like and asymmetric-stretch-like in the saddle region.

Our results for H$_2$O can be compared with the approximate mode actions for barrier crossings of a 12–6 Lennard-Jones and 2.1–1.2 Mie trimer. In agreement with Hinde et al. [15,16], LJ$_3$ saddle crossings at energies just above the barrier conserve the third mode action well, often for 8–12 periods, and the second mode action only approximately. However, the approximate conservation of these actions degrades as the total energy is raised to the dissociation threshold $V=-1.0\,\epsilon$. The third mode action is also conserved in isomerizations of the Mie trimer. However, the Mie trimer differs from LJ$_3$ because of the steepness of the saddle. The features of the third mode action are similar to those obtained for the modified Garofalini H$_2$O potential shown in Figure 6: $\Delta I_3$ is well conserved in the vicinity of the saddle for fast isomerizations and poorly for slow isomerizations. We can then conclude that the unique properties of the original Garofalini H$_2$O model saddle crossings – namely the amplified populations of large, positive, first Lyapunov exponents and a change in $\Delta I_3$ upon passing over the saddle – are a consequence of bond length dependent angular forces.

Let us briefly summarize the results for action variables and Lyapunov exponents in flat and steep saddles for three atom systems. $\Delta I_3$ is well conserved when the rate of passage through a flat saddle is slow. Finite-time Lyapunov exponents are larger near steep saddles than their connecting potential energy minima.

4. Conclusions

Our findings indicate the need for a proper account of the anharmonic couplings in theories of transition states. They also provide further insight into the connection between the local curvature of the potential energy landscape and the relative order and disorder of the dynamics that transform reactants into products. Near steep saddles, we have found large exponents and poor action conservation, which correlates with the time scale behavior of mode-mode coupling. The dispersion of trajectories and strong mode coupling found around these transition states contrasts with the collimation of trajectories and mode decoupling found around flatter saddles. These dynamical features are compounded and sometimes amplified by the bond length dependent angular forces in the three-body interactions of Garofalini H$_2$O. Furthermore, isomerization over steep saddles when these forces are present can redistribute energy amongst the vibrational modes. Interestingly, this intramolecular energy flow is dependent upon how quickly the saddle is traversed and the time spent by the trajectory in the steep saddle.

Acknowledgements

This contribution is dedicated to Dudley Herschbach. J.R.G. acknowledges the computational resources of CamGrid. T.S.H. acknowledges financial support from the Austrian Science Foundation (FWF).

References

[34] G. Mie, Annalen der Physik 316 (8), 657 (1903).